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Abstract: A large literature exists on the impact of disamenities, such as landfills and airports, on home prices. Less frequently analyzed is the effect of rock quarries on property values, and what little evidence is available is dated and conflicting. This question of price effects is a policy relevant one, with one study in particular used frequently to support “not in my backyard” campaigns against new quarry sites. In this POLICY PAPER, we revisit the literature and conduct a new analysis of the price effects of quarries, estimating the effect of quarries on home prices with data from four locations across the United States and a wide range of econometric specifications and robustness checks along with a variety of temporal circumstances from the lead-up to quarry installation to subsequent operational periods. We find no compelling statistical evidence that either the anticipation of, or the ongoing operation of, rock quarries negatively impact home prices. Our study likewise highlights a number of shortcomings in the empirical methodologies generally used to estimate the effect of disamenities on real estate prices. First and foremost, many existing studies are naïve as to the empirical conditions necessary to identify a causal relationship and do not establish credible strategies to estimate the counter-factual outcome. Second, the inclusion of “distance to the site” regressors in hedonic models is shown to be an unreliable statistical method. Using the method of randomized inference, the null hypothesis of “no effect” of placebo quarries is rejected in as much as 93% of simulations.
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I. Background

Odds are that underneath your feet is a construction material made of sand, crushed stone, and gravel. These construction materials are an essential ingredient into nearly every construction project, from residential housing, office buildings, retail outlets, entertainment structures, to the roads that connect them.\(^1\) Sand, rock and gravel are literally the foundation of economic development, but their extraction process can generate dust, noise, vibration, and truck traffic. While modern technologies and methods have greatly reduced quarries’ impact, the environmental and economic consequences of quarry operations receive considerable attention, often in the form of “not in my backyard” (or “NIMBY”) campaigns opposing quarry expansions or new sites. Choosing a quarry site is a delicate task. While a quarry may be best located far from residential density on NIMBY concerns, it also needs to be near the final point of demand due to its high transportation cost. Quarries must balance the need to be both “near” and “far,” so they are typically found on the outskirts of cities and towns.

A key NIMBY complaint in the siting and expansion of quarries is the effect of the operations on nearby home values. According to Census data, housing amounts to about 70% of the average American’s net wealth, so naturally homeowners are sensitive to any adverse effect, real or imagined, on property values.\(^2\) Despite NIMBY opposition, nearly all the evidence on quarry operations finds no price effect. Frequently mentioned studies include Rabianski and Carn (1987) and Dorrian and Cook (1996), both of which find no relationship between appreciation rates of property values near to and far from quarries.\(^3\) An

---

\(^1\) 2014 Minerals Yearbook, Construction Sand and Gravel, U.S. Geological Survey (2014) at p. 1 (available at: https://minerals.usgs.gov/minerals/pubs/commodity/sand_&_gravel_construction/myb1-2014-sandc.pdf) (“Construction sand and gravel is a traditional basic building material and is one of the earliest materials used by humans for dwellings and later for outdoor areas such as paths, roadways, and other constructs. Despite the relatively low, but increasing, unit value of its basic products, the construction sand and gravel industry is a major contributor to and an indicator of the economic well-being of the Nation”).


\(^3\) A.M. Dorrian and C.G. Cook, Do Rock Quarry Operations Affect Appreciation Rates of Residential Real Estate, Working Paper (1996); J. Rabianski and N. Carn, Impact of Rock Quarry (Footnote Continued. . . )
even earlier study conducted for the U.S. Bureau of Mines in 1981 also found no consistent relationship between quarry operations and the prices of nearby homes. There are a number of consulting reports on the question, and none report price attenuation attributable to a quarry.

Opposition to quarries based on home valuations relies universally on a report by Professor Patricia Hite (2006). This brief, 250-word study (hereinafter the “Hite Report”) analyzes data from a few thousand homes sales (apparently in the mid-to-late 1990s) around a single quarry in Delaware, Ohio. Using an unconventional regression model and data on transactions occurring decades after the quarry opened, the Hite Report finds a positive relationship between home prices and distance from the quarry. Based on that evidence, the Hite Report concludes that quarries reduce home values. Yet, the Hite Report’s methods and data do not support a causal interpretation.

As economic development marches on, new quarries will be required to satisfy the demand for basic building materials. In light of the mostly dated and conflicting evidence on the effect of quarries on housing prices, this POLICY PAPER offers new evidence, and a review of old evidence, on the relationship between housing prices and rock quarries. First, given its frequent use by NIMBY opposition to quarries, we revisit the Hite Report, analyzing home sales data


5 See, e.g., Study of Impact of Proposed Quarry on The Real Estate Values of Surrounding Residential Property in Raymond, New Hampshire, Crafts Appraisal Associates Ltd. (April, 2009) (“The evidence does however suggest that the overall marketplace does not react to an influence such as a quarry with a measurable negative reaction as it relates to sale price.”); Martin Marietta New Design Quarry: Analysis of Effect on Real Estate Values, Stagg Resources Consultants, Inc. (November 17, 2008); A Property Valuation Report: Affect [sic] of Sand and Gravel Mines on Property Values, Banks and Gesso, LLC (October 2002); Impacts of Rock Quarries on Residential Property Values in Jefferson County, Colorado, Banks and Gesso, LLC (May 1998); R.J. McKown, Analysis of Proposed Sand & Gravel Quarry: Granite Falls, WA, Schueler, McKown & Keenan, Inc. (September 25, 1995).

6 D. Hite, Summary of Analysis: Impact of an Operational Gravel Pit on House Values: Delaware County, Ohio, Working Paper (2006). We assign the date “2006” as is conventional, but that year is merely the recording stamp date on the document when it was filed in some type of proceeding. We do not know whether a more detailed analysis was provided at some point. We have never seen such a document cited and were unable to locate it.
around the same Delaware-Ohio quarry. Despite replicating both the location and methods of the Hite Report, our regression analysis finds that prices fall—not rise—as distance from the quarry increases. This result conflicts with that appearing in the Hite Report, so we look for more evidence by analyzing data on homes sales near a quarry outside of Murfreesboro, Tennessee, over the same time interval. Again, we find prices fall as distance from the quarry increases.

We are reluctant, however, to claim this evidence implies quarries raise home prices. Rather, we conclude, based on the method of randomized inference and other tests, that the Hite Report’s method is unreliable. Using a simulation of pseudo-treatments, we find that the null hypothesis that home prices rise or fall in distance from a randomly selected location is rejected in no less than 67% of cases at the 10% nominal significance level. Estimating price-distance relationships, especially without explicitly considering selection bias, is a highly-unreliable statistical procedure. The nature of real estate markets do not permit the effect of quarries to be identified with such naïve empirical tests.

Second, using data on home sales near a relatively new quarry in Gurley, Alabama, we augment the Hite-style analysis with a difference-in-differences estimator, which quantifies the price-distance relationship both before-and-after operations begin. By exploiting the timing of the quarry buildout and the location of home sales with respect to the quarry, we can credibly identify a causal relationship, at least in theory. Unlike the analysis for Delaware and Murfreesboro, home prices rises in distance from the Gurley quarry site, but do so before the quarry becomes operational. After operations begin in 2013, the positive effect of distance is attenuated, again suggesting a positive effect of quarries on housing values.

One critique of our Gurley analysis is that market participants shift price forecasts downward in response to the prospect of a quarry so that the deleterious effects of the quarry could be realized before the quarry opens. Quarry site approvals normally take a decade or so, providing ample time for anticipatory responses to valuation fears. To address this concern, we analyze transactions near a recently approved quarry in Madera County, California. Using a difference-in-differences estimator in conjunction with Coarsened Exact Matching, we test for the anticipatory effect of the proposed quarry on nearby housing prices located along the major roadways serving the site. We find no evidence the quarry reduced housing prices. If anything, relative home prices rose near the quarry site.

While our evidence suggests that quarries do not reduce, but may increase, home prices, our analysis suggests more than anything that the identification of
the effect of quarries on prices is a very difficult problem, facing many conceptual and practical obstacles. We do not resolve all these difficulties. That said, we can conclude the evidence strongly implies the Hite Report and its methods are unreliable. Further analysis is, as usual, encouraged.

This paper is outlined as follows. First, we discuss the empirical requirements of quantifying a plausibly causal relationship between property values and quarry operations. Second, we revisit the Hite Report, estimating the price-distance relationship for the same quarry in Delaware, Ohio, and replicating the analysis for a quarry near Murfreesboro, Tennessee. Using a simulation method, we demonstrate the futility of estimating the price effects of quarries using the method proposed in the Hite Report. Third, we turn to the estimation of causal effects using the difference-in-differences estimator for quarry sites in Gurley, Alabama, and Madera County, California. Across multiple methods, we find, if anything, that home prices near quarries rise, not fall. In all, however, we believe our analysis best supports the hypothesis of “no effect” of quarries, or the announcement of quarries, on home prices. Conclusions are provided in the final section.

II. Empirical Framework

Disamenities such as landfills, airports, windfarms and prisons may plausibly reduce the prices of nearby homes. Such effects have been widely studied. Modern empirical methods for observational data based on the Rubin Causal Model, however, suggest that much of the work may offer biased estimates of such disamenities because much it looks only at prices after the “treatment,” making it difficult to address selection bias. To conclude that a disamenity reduces home values, the researcher’s interest must be in the causal effect of an amenity or disamenity on property values. Using only post-treatment prices is problematic since the locations of amenities and disamenities are not randomly selected, and

---


disamenities are typically located away from residential density to minimize impact and to placate NIMBY resistance.

The non-random selection of a quarry site greatly complicates the quantification of a quarry on housing prices due to selection bias. Finding that housing prices rise at increased distance from a quarry may merely reflect the economics of site choice (i.e., real estate is cheaper per unit in less densely populated areas on the outskirts of town) rather than any causal effect on property values. Also and consequently, empirical work may be frustrated by the lack of housing density near the site, rendering small sample sizes, which may, in turn, lead to the undue influence of outliers. Many quarries, especially new ones, have almost no housing within a mile or two of the site (the typical distance within which negative effects are claimed), as shown in the maps provided in the Appendices. And, given the lengthy approval process, if a quarry does affect housing prices, then such effects may occur prior to operations by an “announcement effect.” In conducting empirical work on quarries and housing prices, the researcher must address, and deal with the theoretical and empirical consequences of, the non-random nature of site location.

A. Quantifying the Effect of a Quarry on Housing Prices

Resistance to new quarry sites (or the expansions of old ones) based on property values rests exclusively on the Hite Report. In that report, the effect on prices is quantified by comparing the mean, quality-adjusted transactions prices around the quarry outside of Delaware, Ohio, as the home’s distance from the quarry increases. This “experiment,” however, has little hope of accurately measuring the effect of quarries on home prices.

To better grasp the nature of the problem, let there be two types of residential locations: (1) locations proximate to and potentially affected by quarry operations (labeled N, for “near”); and (2) locations distant from and entirely unaffected by quarry operations (labeled F, for “far”). Also, let there be two periods: the period prior to ($t = 0$) and after ($t = 1$) the initiation of quarry operations. For now, assume the approval process is instantaneous and that the quality and type of homes in the two locations are very similar (or, that such differences can be accounted for by statistical methods).

Prior to quarry operations homes sell for the average price $P_0^N$ if near the future location of the quarry and $P_0^F$ otherwise. (A numerical example is provided later.) For various reasons, these prices need not be equal. After quarry operations begin, the average, quality-adjusted prices for houses are $P_1^N$ and $P_1^F$. The
differences in the prices across time \((P_1 - P_0)\) are \(\delta^N\) and \(\delta^F\). Other things constant, the effect of the quarry operations can be measured as,

\[
\Delta = \delta^N - \delta^F = (P_1^N - P_0^N) - (P_1^F - P_0^F),
\]

where \(\Delta\) is the difference-in-differences (“DiD”) estimator. The DiD estimator looks for a difference in outcomes after the treatment that is difference than the differences in outcomes before the treatment (thus, explaining the term difference-in-differences). Under certain conditions, the DiD estimator plausibly measures the causal effect of the quarry.

Many studies of the effect of amenities or disamenities on housing values looks only at the difference between near and far locations in the post-treatment period, or the difference in \(P_1^N\) and \(P_1^F\) (or \(\delta_1\)). This post-treatment approach is the one used in the Hite Report, where all the data is from sales decades after the quarry operations began. If, however, there is a difference in prices before the quarry operations begin, this post-operations difference is clearly not a measure of the effect of proximity to the quarry. A numerical example may prove helpful.

B. A Numerical Example

Before a quarry opens, assume the average, quality-adjusted price for a home near the quarry site is $80,000, but the average price is $100,000 for homes far from the future quarry site. Thus, there is a $20,000 or 20% difference in prices prior to quarry operations, perhaps reflecting the lack of locational rents for homes far from residential density. Plainly, since quarry operations have not begun, this difference cannot be attributed to the quarry. In fact, the quarry site may have been chosen because of the lower property values or lack of residential housing in the area.

As a benchmark case, say that the quarry operations once initiated have no effect on property values and the sales prices of homes are unchanged after quarry operations begin ($80,000 and $100,000, respectively). If a researcher were to

---

simply compare prices based on distance from the quarry after operations begin, then a difference of 20% would be found. Yet, that difference existed prior to the quarry’s opening, and thus the quarry did not cause that difference, implying any causal claim made about that difference is mistaken. The truth (by assumption) is that the quarry had no effect. The DiD estimator (Δ) is, in fact, zero, correctly identifying the causal effect of the quarry \[= (80,000 – 80,000) – (100,000 – 100,000)\].

Assume instead that the quarry does reduce prices for nearby homes. Let the post-quarry average prices be $70,000 near and $100,000 far from the quarry, other things constant.\(^{10}\) Prices near the quarry fall by $10,000 and those far from the quarry are unchanged. The DiD estimator accurately quantifies the effect of the quarry, which is a $10,000 reduction in value \[= (70,000 – 80,000) – (100,000 – 100,000)\]. Looking at data after the quarry operations begin, alternately, which is the Hite Report’s approach, would find an effect size of $30,000 \[=70,000 – 100,000\], or three times the true effect. Selection bias accounts for the $20,000 error in the estimated effect.

Ideally, then, to properly identify the causal effect of a quarry operation, the researcher must observe prices both before and after the quarry may reasonably be expected to affect housing prices (among other considerations such as the similarity in pricing trends prior to the treatment). The analysis of transactions occurring well after the quarry opens offers little hope for quantifying the effect of the quarry, absent unique circumstances. Certainly, the empirical demands are considerable, and the identification of the causal effect must be explicitly set forth and proper empirical methods applied.

C. Key Assumptions for Estimating Causal Effects

With regard to the location of homes and quarries, we do not have the luxury of experimental data. Rather, the data is observational and the data generation process occurs over many decades. The observational nature of the data is crucial: quarry site and housing locations are non-random and not independent of economic activity near the site or each other. Thus, research on the price effects of quarry sites must pay careful attention to selection bias, which is caused by the non-random process by which sites are chosen to avoid residential density but still

\[^{10}\text{For instance, a large condominium complex may have built near the quarry. The researcher must adjust for the difference in average prices resulting from this changing mix of household types).}\]

(Footnote Continued. . . .)
remain close to the point of demand for aggregates (i.e., sand, stone and gravel). Thus, the “treatment” and “outcome” are related through observed and potentially unobserved factors.\footnote{\textsuperscript{11}}

As explained by Imbens and Wooldridge (2009), when estimating the causal treatment effect in observational studies the researcher must be alert to two key concepts stemming from selection bias: (1) unconfoundedness (or the conditional independence assumption) and (2) covariate overlap (or common support).\footnote{\textsuperscript{12}} Unconfoundedness implies that, conditional on observed covariates $X$, the treatment assignment probabilities are independent of potential outcomes. If we have a sufficiently rich set of observable covariates, then regression analysis including the variables $X$ leads to valid estimates of causal effects. Since the $X$ must be observed to be included in the regression model, this approach is often referred to as \textit{selection on observables}. It is difficult to know and impossible to test whether the observed and included $X$ are sufficient to guarantee unconfoundedness (so the regression error and treatment are uncorrelated), though some guidance is available through pseudo-treatment tests (as applied later).

The conditional independence assumption (or unconfoundedness) implies that the observed factors included in the statistical analysis fully account for all the differences in the types of homes sold both near and far from the quarry (or other site of interest).\footnote{\textsuperscript{13}} In quantifying the effect of education on income, for instance, it is not enough to simply compare the incomes of persons with and without a college education. Work ethic, for instance, affects both the probability that a person will obtain a college degree and his or her future income. A hard-working person may earn a higher income even without a college education. If work ethic cannot be observed, then a comparison of average incomes across those with and without a college degree does not measure the true value of a degree. The difference is a positively biased estimate of the payoff of education.

\footnotetext[11]{In regression analysis, this problem appears as a correlation between the regression residual and the treatment variable.}

\footnotetext[12]{Supra n. 8.}

\footnotetext[13]{That is, the regression model includes all the regressors needed to make the conditional near and far prices equal prior to the treatment.}
The second factor to consider for the measurement of the causal effect is covariate overlap, which Imbens and Wooldridge (2009) observe is, after unconfoundedness, the “main problem facing the analyst.” This condition implies that the support of the conditional distribution of X for the control group overlaps completely with the conditional distribution of X for the treatment group. That is, the covariate distributions for the treated and untreated groups are sufficiently alike, thereby lending credibility to the extrapolations inherent to regression analysis between groups. If the characteristics of untreated observations (home far from the quarry) are very different from the treated observations (homes near to the quarry), then the projections from the controls to the treated units will be a poor one.

Say, for instance, that a sample used to assess the effect of an experimental cancer treatment includes only persons over 65 years old in the experimental treatment group (or simply treatment group) and only persons below 45 years old in the non-treatment group (or control group). The purpose of the control group is not simply a counterweight to the treatment group. Rather, the control group measures the outcomes for the treated group if that group did not receive the treatment. To fix ideas, what we actually want to estimate is what would the treatment group have looked like had they not been treated, which is the sole purpose of a control group. It is unreasonable to expect, we believe, that the survival outcomes of 45 year-old persons provides an approximation of survival outcomes of persons 65 years and over that did not receive the experimental treatment. To extrapolate this discussion to the case of housing values, if the control group includes almost all homes in a golf course community with swimming pools and the treatment group—the properties near some disamenity—includes mostly one-bedroom condominiums, then the difference in sale prices between the two is a nearly meaningless statistic. Regression models are powerful tools, but they cannot make up of for such large differences in characteristics across treatment and control groups (even if observable and included in the regression model as explanatory variables), which is important given that the control group is being “projected” onto the treatment group.

A number of statistical techniques are used to address confoundedness and covariate imbalance in observational studies. In a housing study, for instance, a researcher may choose the control group by finding a group of homes comparable to the treatment group—that is, similar square footage, amenities, lot sizes—from a population of homes unaffected by the treatment. This approach, which we

---

14 Imbens and Wooldridge, supra n. 8 at 43.
employ here, ensures that the characteristics of homes in the treatment and control groups are sufficiently similar, adding credibility to the control group as a suitable “stand in” for the treatment group if it had not received the treatment.

The Hite Report is silent on both of these key assumptions, and there is good reason to suspect the analysis fails on both counts. All the pricing data is for home sales occurring long after the quarry operation began and the regression model is quite basic, so the experiment is almost certainly plagued with selection bias. As for covariate overlap, from what few descriptive statistics are provided in the Hite Report we observe that the range of home prices within 0.5 miles of the quarry has a minimum of $80.1 and a maximum of $178.9 (in thousands). In contrast, the range of prices for homes further from the quarry is $60 to $798.6. This difference in the maximum prices is sizable, suggesting that the homes near the quarry may be very much unlike those far from the quarry, thus risking biased results of the effect of distance.

III. Revisiting the Hite Report

In NIMBY campaigns challenging quarry development, the Hite Report is the sole empirical analysis supporting the claim that quarries reduce housing prices. Subsequent works by Erickcek (2006), the Center for Spatial Economics (2009), Smith (2014), among others, conduct no new empirical analysis, choosing instead to extrapolate the Hite Report’s results to different locations (a questionable practice on its own).15

This uniform reliance on the *Hite Report* is somewhat surprising. On the face of it, the report is a seven-page document consisting of 1.5 pages of double spaced text (about 250 words) along with a few tables and figures. It is more an “abstract” than it is a “study.” Moreover, even a brief review of the *Hite Report* points to a number of serious problems that should give any researcher pause. First, there are almost no details regarding model specification and few details on the data used. Not even descriptive statistics are provided. Second, the choice of model specification is entirely ad hoc, treating nearly identical variables (distance) differently with respect to functional form and using a non-standard and unnecessary estimation procedure. Such inconsistent, unconventional and inconvenient choices are symptomatic of ends-driven analysis. Third, no explanation is provided as to how the chosen model and analysis of transactions occurring decades after the quarry operations began might identify the effect of that particular quarry (or any new quarry) on housing prices. Selection bias is clearly a concern, but it is neither mentioned nor addressed. Fourth, no analysis is provided to suggest that the homes near the quarry are sufficiently similar to those distant from the quarry to provide reliable estimates of the effect of distance (i.e., covariate overlap). Comparing prices of the homes in rural areas on the outskirts of town to those near the local university risks confusing the vagaries of real estate development with the impact of the quarry.

Setting aside the question of causality for the moment, whether the relationship estimated in the *Hite Report* can be replicated is an important first step in evaluating the report’s credibility and the suitability of the methods used to answer this policy-relevant empirical question. To that end, we collect data on home sales within five-miles of the same quarry in Delaware, Ohio, evaluated in the *Hite Report*. It appears the data from the *Hite Report* was from the 1990’s (though it is impossible to be certain given the lack of detail), so we collect data on

---

Quarry Bad for Area, THE NEWS & ADVANCE (September 28, 2008) (available at: [http://www.newsadvance.com/opinion/editorials/letters-to-the-editor-for-sunday-september/article_ca388ca4-14c7-534b-9b17-1b78d1cecc40.html](http://www.newsadvance.com/opinion/editorials/letters-to-the-editor-for-sunday-september/article_ca388ca4-14c7-534b-9b17-1b78d1cecc40.html)).

Data is obtained from [www.agentpro247.com](http://www.agentpro247.com). For all our analysis, we limit the prices to greater than $25,000 and less than $1,000,000, and look only at the “full” sales of single-family homes not in distress. The National Lime & Stone Quarry near Delaware, Ohio, is located near Latitude 40.281005 and Longitude -83.135828.

(Footnote Continued. . . .)
sales over the ten-year period 1998 through 2007. These data appear to immediately follow that used in the Hite Report but precedes the housing market crash in 2008 and the broader economic malaise that followed. For further analysis, we also collect data on sales near a quarry outside of Murfreesboro, Tennessee, over the same ten-year period.

A. A Review of Empirical Methods

To reproduce the Hite Report’s analysis, we obtain transactions prices on 2,114 single-family homes between 1998 through 2007 that are located within five miles of the National Lime & Stone Quarry near Delaware, Ohio. Using latitude and longitude coordinates, distance from each home to the center the quarry (D) is calculated. Other explanatory variables used the Hite Report include, for each transaction, the sale date (DATE), the distance to Delaware City (DDC), the house-to-lot size (H2L), the number of bathrooms (BATH), and the number of total rooms (TOTR). We measure the sale date as the year of sale; the Hite Report does not indicate how the sale date is measured.

The regression model of the Hite Report takes the following general form,

\[ p_{it} = \exp(\delta_1 \ln D_i + \beta_0 + \sum_{j=1}^{k} \beta_j X_{ij,t}) + \epsilon_{i,t}, \]

where \( p_{it} \) is the transaction price (in thousands) for home \( i \) at time \( t \), \( \ln D \) is the natural log of distance from the quarry (in miles), and \( X_j \) are the \( k \) regressors listed above (with coefficients \( \beta_j \) as coefficients). For reasons unexplained in the Hite Report, only the distance from the quarry is transformed by the natural log.

---

17 See also D. Hite, The Impact of the Ajax Mine on Property Values, ARMCHAIRMAJOR.CA (March 5, 2015) (available at: https://armchairmayor.ca/2015/03/05/letter-the-impact-of-the-ajax-mine-on-property-values) (stating that the analysis was completed in 1996-1998).

18 Our data source does not offer data in the early-to-mid 1990s, so we cannot replicate the same time period as the Hite Report. We are trying to obtain such data for further analysis.

19 It is preferred to measure \( DATE \) as a fixed effects, as this specification requires prices to rise monotonically over time.

transformation; distance from the city center (DCC) and the other regressors are not transformed. The specification seems purely ad hoc.

Equation (2) is non-linear in the parameters and must be estimated by Non-Linear Least Squares (“NLS”). This specification is highly irregular in econometric practice. Normally, hedonic models of housing prices are estimated by Ordinary Least Squares (“OLS”). A regression model quite similar to Equation (2) and very common in hedonic analysis is,

\[ \ln p_{i,j} = \delta_1 \ln D_{i} + \beta_0 + \sum_{j=2}^{k} \beta_j X_{j,i,j} + \nu_{i,j}, \]  

(3)

The coefficient of primary interest in the Hite Report is $\delta_1$, which measures the percent change in the transaction price for a percentage change in distance from the quarry ($D$), but only after the quarry operations began (see Eq. 1). In this specification (and also for Eq. 3), this elasticity is constant across the full range of distance. With data on 2,812 sales, the Hite Report estimates the coefficient $\delta_1$ to be 0.125, where the positive sign indicates the average sale price of homes is higher the further away the homes are from the quarry (statistically significant at the 1% level). The Hite Report concludes, as do subsequent reports that adopt the result, that this positive coefficient implies quarries reduce the price of nearby homes. As detailed above, the positive sign on the coefficient $\delta_1$ cannot reasonably be interpreted in this manner since the data is for sales occurring long after quarry operations began, among other concerns.

B. National Lime & Stone Quarry in Delaware, Ohio

Replication is the essence of science. Even if the estimated price-distance relationship from Equation (2) lacks a causal interpretation, it is worth evaluating whether the Hite Report’s findings can be confirmed. We do so by estimating Equation (2) using data on 2,114 transactions in the same area over the period 1998-2007. Figure 1 offers the kernel density of the distribution of transactions by distance from the quarry. The thinness of the market very near the quarry is plain to see, which is also apparent from a map of the area surrounding the quarry (see Appendix 1).

Regression results from Equation (2) are summarized in the first column of Table 1, along with descriptive statistics for the full sample and the sample divided.
into homes closer to the quarry than two miles and those further than that distance. The model has a Pseudo-$R^2$ of 0.25, which is very close to that reported in the *Hite Report* (0.254). Five of the seven estimated coefficients (including the constant term) are statistically different from zero at the 1% level or better.

Table 1. Regression Results and Descriptive Statistics  
National Quarry near Delaware, Ohio

<table>
<thead>
<tr>
<th></th>
<th>Coef (t-stat)</th>
<th>Mean (St. Dev)</th>
<th>Mean (St. Dev)</th>
<th>Mean (St. Dev)</th>
</tr>
</thead>
<tbody>
<tr>
<td>lnD ($\delta$)</td>
<td>-0.1413***</td>
<td>1.166</td>
<td>1.227</td>
<td>0.518</td>
</tr>
<tr>
<td></td>
<td>(-4.00)</td>
<td>(0.304)</td>
<td>(0.230)</td>
<td>(0.224)</td>
</tr>
<tr>
<td>DATE</td>
<td>0.0450***</td>
<td>2002.7</td>
<td>2002.5</td>
<td>2004.4</td>
</tr>
<tr>
<td></td>
<td>(11.13)</td>
<td>(2.952)</td>
<td>(2.969)</td>
<td>(2.125)</td>
</tr>
<tr>
<td>DDC</td>
<td>0.0409***</td>
<td>2.876</td>
<td>2.859</td>
<td>3.050</td>
</tr>
<tr>
<td></td>
<td>(5.92)</td>
<td>(2.139)</td>
<td>(2.207)</td>
<td>(1.207)</td>
</tr>
<tr>
<td>H2L</td>
<td>-0.102</td>
<td>0.1498</td>
<td>0.148</td>
<td>0.1668</td>
</tr>
<tr>
<td></td>
<td>(-0.81)</td>
<td>(0.1110)</td>
<td>(0.111)</td>
<td>(0.102)</td>
</tr>
<tr>
<td>BATH</td>
<td>0.0419</td>
<td>1.806</td>
<td>1.788</td>
<td>1.995</td>
</tr>
<tr>
<td></td>
<td>(1.09)</td>
<td>(0.584)</td>
<td>(0.597)</td>
<td>(0.384)</td>
</tr>
<tr>
<td>TOTR</td>
<td>0.1398***</td>
<td>5.099</td>
<td>5.065</td>
<td>5.099</td>
</tr>
<tr>
<td></td>
<td>(7.59)</td>
<td>(1.016)</td>
<td>(1.031)</td>
<td>(1.016)</td>
</tr>
<tr>
<td>Constant</td>
<td>-85.71***</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>(-10.57)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pseudo-$R^2$</td>
<td>0.250</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obs.</td>
<td>2,114</td>
<td>2,114</td>
<td>1,930</td>
<td>184</td>
</tr>
</tbody>
</table>

Statistical Significance: *** 1%, ** 5%, * 10%

Despite using exactly the same regression model and data on sales around the same quarry, we find that the transaction prices of homes decrease (not increase) as the distance from the quarry increases. The negative coefficient (-0.141) is similar in size but different in sign from that found in the *Hite Report* (0.125) and is statistically significant at the 1% level. The estimated coefficient implies a 1% increase in distance reduces home average, quality-adjusted home prices by about 0.14%. Since the coefficient is less than unity, the price-distance relationship is subject to diminishing marginal returns.\(^{24}\) Figure 2 illustrates the relationship

\(^{23}\) The Pseudo-$R^2$ is the squared correlation coefficient between the predicted value of the regression and the dependent variable.

\(^{24}\) For any fixed change in mileage, the percentage change falls as distance increases.
between sale prices and distance from the quarry, revealing sizable reductions in average prices as distance from the quarry increases.

Table 2 summarizes the average predicted prices and price effects at varying distances from the quarry. Interpretation of the table is straightforward. A home sold 3 miles from the quarry will have a price 22% lower that of a home sold within 0.5 miles of the quarry, or 16% lower than the average home sold within 1.5 miles of the quarry. At two miles, the differences are 18% and 11%; at five miles, the differences are 28% and 22%. These are sizable effects.

Table 2. Home Values by Distance from Quarry

<table>
<thead>
<tr>
<th>Distance in Miles from Quarry</th>
<th>Avg. Price ('000)</th>
<th>Reduced Value (from 0.5 miles)</th>
<th>Reduced Value (from 1.5 miles)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>169.8</td>
<td>…</td>
<td>…</td>
</tr>
<tr>
<td>1.0</td>
<td>153.9</td>
<td>-9%</td>
<td>…</td>
</tr>
<tr>
<td>1.5</td>
<td>145.4</td>
<td>-14%</td>
<td>…</td>
</tr>
<tr>
<td>2.0</td>
<td>139.6</td>
<td>-18%</td>
<td>-11%</td>
</tr>
<tr>
<td>2.5</td>
<td>135.2</td>
<td>-20%</td>
<td>-14%</td>
</tr>
<tr>
<td>3</td>
<td>131.8</td>
<td>-22%</td>
<td>-16%</td>
</tr>
<tr>
<td>4.0</td>
<td>126.5</td>
<td>-25%</td>
<td>-19%</td>
</tr>
<tr>
<td>5.0</td>
<td>122.6</td>
<td>-28%</td>
<td>-22%</td>
</tr>
</tbody>
</table>

These estimates and their predicted effect on prices are based on the estimation method (Eq. 2) used in the Hite Report. There are other equation specifications and estimation methods that are more consistent with standard practice in the analysis of housing prices (hedonics). In order to assess the robustness of the result, we offer alternative analyses below.
1. Alternative Estimation Approaches

As discussed above, Equation (2) is a non-standard method to estimate the relationship of interest. Normally, a researcher would avoid the non-linear Equation (2) and use the natural log of price to estimate Equation (3) by OLS. Statistical testing (such as the Box-Cox test of functional form) may be used to evaluate whether the linear or log-form of the dependent variable is preferred. Other advantages of Equation (3) over Equation (2) is that the linear equation is amenable to estimation by Median Regression (“MReg”) and Robust Regression (“RReg”), both of which are less sensitive to outliers in the data than is NLS or OLS. Outliers are common in home sales data, so it is sensible to evaluate the effect on the estimates by these alternative estimation procedures, especially when the results are used in a policy relevant setting that may have significant financial implications. We summarize the results from both methods.

Modern research on housing prices increasingly accounts for the spatial nature of real estate markets using new spatial methods. We estimate the price-distance

---


relationship using a Spatial Regression Model ("SReg"). To do so, a spatial weighting matrix \((W)\) is computed and spatially-weighted lags of the dependent and independent variables are included in the regression as well as an adjustment for autocorrelated errors.\(^{29}\)

<table>
<thead>
<tr>
<th>Table 3. Alternative Estimation Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>National Quarry near Delaware, Ohio</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>OLS</strong></td>
</tr>
<tr>
<td>Coef</td>
</tr>
<tr>
<td>(t-stat)</td>
</tr>
<tr>
<td>InD</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>DATE</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>DDC</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>H2L</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>BATH</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>TOTR</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Constant</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Spatial Terms ((\chi^2))</td>
</tr>
<tr>
<td>Pseudo-R(^2)</td>
</tr>
<tr>
<td>Obs.</td>
</tr>
</tbody>
</table>

Statistical Significance: *** 1%, ** 5%, * 10%
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Results for the alternative estimation methods are summarized in Table 3.\(^{30}\) Across all four alternatives, the price-distance relationship is negative and statistically different from zero at the 1% level or better. Plainly, the negative price-distance relationship is robust to estimation method. The price-distance elasticity is a good bit larger for OLS and MReg, but similar to that estimated by Equation (2) for both the RReg and SReg methods (in the full sample). Note that more of the regressors are statistically significant in MReg and RReg, suggesting these estimation alternatives are worth consideration.

2. **Coarsened Exact Matching**

Thus far, we have paid no attention to whether homes near the quarry are like those far from the quarry (i.e., covariate overlap). What evidence is available in the Hite Report suggests that in her sample the types of homes sold near the quarry may have been very different than those sold at a distance from it. While distance from the quarry is a continuous variable, we can consider covariate overlap by comparing the characteristics of homes near to and those far from the quarry, using a two-mile cutoff. In Table 1, we do observe some meaningful differences between homes within two miles of the quarry and those further away especially in the year sold and the number of bathrooms and total rooms.\(^{31}\) To ensure we are comparing like homes, we apply Coarsened Exact Matching (“CEM”) to the data and match on these three variables.\(^{32}\) All 184 transactions within two miles of the quarry are matched to 1,277 (of 1,930) homes further than

---

\(^{30}\) The Box-Cox test statistic for the Delaware County data is 64.1, which is statistically significant at better than the 1% level. The test statistic is distributed $\chi^2(1)$ with a critical value of 2.71 at the 10% level. The natural log transformation, consistent with Equation (3), is preferred to the specification estimated in the Hite Report. Or, we might say the problem is not so much in the estimation by NLS rather than OLS but that the natural log transformation of the dependent variable is the better specification.

\(^{31}\) Standardized differences (the absolute value of the means difference divided by the square root of the summed variances) are used. See Imbens and Wooldridge, *supra* n. 8 at p. 24. The rule of thumb for a large difference is a standardized difference exceeding 0.25. For the DATE variable, the standardized difference is 0.51, and about 0.30 for bathrooms and total rooms.


(Footnote Continued. . . )
two miles from the quarry. The weights created by the CEM procedure are then used to estimate Equation (3) by weighted OLS.

Results for the CEM-weighted regression are reported in the final column of Table 3. The estimated coefficients are comparable in most respects to the other models. Most significantly, the price-distance relationship remains negative (-0.147) and statistically different from zero. While we do not present the results in the table, we note that when estimated using the non-linear Equation (2) with CEM-weighted data the price-distance relationship is negative (-0.053) but not statistically significant, a difference we will return to later.

C. Rogers Group Quarry near Murfreesboro, Tennessee

It is reasonable to expect that the relationship of home prices to distance from a quarry might vary by location. Earlier research suggests this is so in other contexts. To further evaluate the results reported in the Hite Report, we collect data on home sales around the Rogers Group Quarry near Murfreesboro, Tennessee. Transaction data is again collected for years 1998 through 2007 and the sample includes 2,311 transactions. Given differences in data availability, we replace the total number of rooms with square footage (SQFT). Distance from the city center (DCC) is measured from Murfreesboro. We apply the same methods as before, estimating Equation (2) by NLS and then Equation (3) by OLS, MReg, RReg, and SReg. Results are summarized in Table 4. We do not observe large differences between the characteristics of home sold near to and far from the quarry, so we do not apply CEM for this quarry.

33 CEM-weighting often alters the coefficients and their significant levels since the data is better matched.

34 See supra n. 7 and citations therein.

35 The quarry is located at coordinates: 35.884699, -86.530625.
Table 4. Regression Results and Descriptive Statistics

<table>
<thead>
<tr>
<th></th>
<th>NLS Coef (t-stat)</th>
<th>OLS Coef (t-stat)</th>
<th>MReg Coef (t-stat)</th>
<th>RReg Coef (t-stat)</th>
<th>SReg Coef (t-stat)</th>
</tr>
</thead>
<tbody>
<tr>
<td>lnD</td>
<td>-0.0655*** (-4.99)</td>
<td>-0.0383*** (-2.63)</td>
<td>-0.0320*** (-3.01)</td>
<td>-0.0327*** (-3.78)</td>
<td>-0.0222 (-0.72)</td>
</tr>
<tr>
<td>DATE</td>
<td>0.0522*** (27.09)</td>
<td>0.0443*** (20.36)</td>
<td>0.0407*** (31.73)</td>
<td>0.0404*** (35.55)</td>
<td>0.0444 (23.05)</td>
</tr>
<tr>
<td>DDC</td>
<td>-0.0036* (-1.85)</td>
<td>-0.0006 (-0.26)</td>
<td>-0.0007 (-0.44)</td>
<td>-0.0011 (-0.84)</td>
<td>-0.0012 (-1.55)</td>
</tr>
<tr>
<td>H2L</td>
<td>-0.6590 (-11.11)</td>
<td>0.6404 (0.42)</td>
<td>-2.170*** (-4.47)</td>
<td>-2.676*** (-5.84)</td>
<td>0.3311 (0.42)</td>
</tr>
<tr>
<td>BATH</td>
<td>0.1395*** (17.65)</td>
<td>0.1666*** (13.44)</td>
<td>0.1811*** (24.06)</td>
<td>0.1759*** (28.87)</td>
<td>0.1344*** (12.17)</td>
</tr>
<tr>
<td>SQFT</td>
<td>0.00026*** (17.40)</td>
<td>0.00021*** (5.82)</td>
<td>0.00032*** (25.01)</td>
<td>0.00033*** (29.27)</td>
<td>0.00018*** (9.10)</td>
</tr>
<tr>
<td>Constant</td>
<td>-100.3*** (-17.40)</td>
<td>-84.59*** (-19.52)</td>
<td>-77.57*** (-30.57)</td>
<td>-76.87*** (-33.79)</td>
<td>-77.84*** (-20.17)</td>
</tr>
<tr>
<td>Spatial Terms (χ²)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>385.2***</td>
</tr>
</tbody>
</table>

Pseudo-R² = 0.692, 0.590, 0.529, 0.678, 0.605
Observations = 2,311, 2,311, 2,311, 2,311, 2,311

Statistical Significance: *** 1%, ** 5%, * 10%

The fit of the regressions (R² is around 0.60) is much higher than for the Delaware data, but the negative coefficients on distance are seen again. For the NLS model, the price-distance relationship is -0.0655 and the coefficient is statistically different from zero at better than the 1% level. Across the alternative specifications and estimation methods, the price-distance relationship is consistently negative and statistically different from zero, save one exception. Only in spatial regression is the price-distance relationship not statistically significant, though the coefficient is negative and similarly sized to the other models.

Additional evidence also leads to questions about the negative views of quarries. If quarries were a disamenity, then we might expect people to avoid living around them. Figures 3A-3C in Appendix 3 demonstrate population movements for Rutherford County, Tennessee, with emphasis on the Rogers Group quarry. Population is measured using U.S. Census Bureau population data for years 1990, 2000, and 2010. These figures show population density increasing...
dramatically over this time period in the same census block as the Rogers Group quarry. These population movements toward the quarry in conjunction with the econometric results further indicate the Murfreesboro quarry is not a great disamenity, if a disamenity at all.

D. Randomized Inference and the Implausibility of the Model

Our analyses of home prices near the quarries in Delaware, Ohio, and Murfreesboro, Tennessee, find a negative and statistically significant relationship between home prices and distance from a rock quarry in most specifications and estimation methods. Consequently, we find no evidence that supports the findings of the Hite Report, despite using the same model and, in one instance, the same quarry from that earlier study. We fear, however, that these estimated relationships are mainly the consequence of the Hite Report’s poor experimental design than they are a measure of any real effect of the quarry. Indeed, we question whether the quantification of the effect of a disamenity or amenity can be plausibly estimated by a price-distance relationship. In Delaware County, for instance, it is not hard to find a statistically-significant price-distance relationship (using Eq. 2) from just about anywhere: the Church of the Nazarene off Highway 101 ($\delta_1 = -0.058$, $t = -2.79$); The Greater Gouda gourmet grocery on North Sandusky Road ($\delta_1 = 0.268$, $t = 6.92$); and the Foot & Ankle Wellness Center off South Hook Road ($\delta_1 = -0.043$, $t = -2.99$).

Given patterns in real estate development, it seems plausible that a positive or negative price-distance relationship would be observed from almost any location. A sensible way to evaluate the reliability of the distance-based hedonic regressions is to apply the method of randomized inference (a type of pseudo-treatment). In this procedure, the location of a “disamenity” or “amenity” is randomly chosen in the geographic area under study. Given the random assignment of location, we might expect the price-distance relationship to be statistically significant in proportion to the alpha-level of the statistical test (say, a 10% significance level) due to random variation. That is, a valid statistical test conducted at the 10% level

---

will reject the null hypothesis 10% of the time even if the null is true (e.g., Type I error).

We conduct such tests using the following simulation. First, a random location (latitude, longitude) within the Delaware area is chosen (see Appendix 4 for an illustration of the process). Second, the distances from this location to all home sales is computed. Third, we replace in the regression model the variable measuring distance from the quarry (\(D\)) with this alternate distance measure (\(D'\)). Fourth, we estimate a regression of price on the same variables as above, obtaining the coefficient, t-statistic and its probability on \(\delta_1\). Fifth, this process is repeated 1,000 times. Finally, from these 1,000 simulations, we can compute how often the null hypothesis of “no effect” is rejected.

At the threshold significance level of 10%, the null hypothesis is rejected in a whopping 67% of the simulations for the data from Delaware County, sometimes with positive and sometimes negative coefficients. Conducting the same simulation for Murfreesboro, the rejection rate is an even larger 93%. Given the random selection of locations in the simulation, this result is a powerful indictment against the sort of model employed in the Hite Report. A researcher may pick just about any location and find a statistically-significant price-distance relationship. We conclude based on this analysis that the addition of a distance variable to a hedonic model in an effort to identify the effect of a quarry on home prices is a poor experimental design with grossly inaccurate inference tests, especially when using asymptotic critical values for hypothesis testing and only data on post-operation transactions. In fact, we suspect many of the hedonic studies using distance from disamenities may be similarly unable to identify an effect of interest, but leave that question to future research.

Another problem with estimating the price-distance relationship is that unlike square footage, distance from a quarry is not unidimensional but occurs on a coordinate plane. A house may be located to the east or to the west, to the north or to the south, of a quarry, and moving closer to or away from the town center, a university, a landfill, or any other site that may influence prices. To see this, we divide the transaction data near Murfreesboro into four quadrants around the quarry (northeast, northwest, southeast, and southwest) and estimate a price-distance relationship unique to each quadrant (using Eq. 2). Results are summarized in Figure 3.
From Figure 3, we see that the price-distance relationships are not equal across quadrants but rather differ substantially by the direction of the movement away from the quarry. From Table 4, we know that the average price-distance relationship from this quarry is negative (and statistically significant). Yet, from Figure 3, we see that the price-distance relationship is positive in the Northwest quadrant, but negative in all other quadrants. All the estimated price-distance relationships are statistically different from zero at the 10% level or better. It appears, therefore, that there is no “price-distance relationship” but many “price-distance relationships” from any given site. We believe these results are more evidence of the spurious nature of the price-distance relationship estimated using hedonic models of housing prices.

In light of our randomized inference procedure and additional evidence, we conclude, for now, that the type of model and experimental design used in the Hite Report is entirely unsuited to the task of identifying the price impact of quarries. Our results from replication efforts, which consistently find a negative price-distance relationship, are no less implicated by the defect than those of the Hite Report. Identifying the effects of quarries on housing prices requires a different experimental design, and careful attention to selection bias, covariate overlap, and the numerous ramifications of thin markets around the site. We attempt to offer some better evidence below.

E. Spurious Regression and the Search for Results

In light of the evidence that a statistically significant price-distance relationship is found for no less than seven-out-of-ten randomly chosen locations,
we conclude the Hite Report’s experimental design is incapable of quantifying the effect of quarries on house prices. The results from such models are spurious. Consequently, we expect that the price-distance relationship will be sometimes positive, sometimes negative, sometimes statistically significant and sometimes not for any given quarry. Statistical significance is the flip of a coin heavily weighted toward the rejection of the null hypothesis. Our analysis also shows that the choice of estimation method may alter the estimated coefficient and its significance, a common trait of spurious regression.

The fact different quarries and different estimation methods produce different results advises caution in conducting and assessing such studies, especially in a policy-relevant context when economic development is at stake. Inference errors may be inadvertent, or an advocate may exploit the spurious nature of the relationship by searching for a location, model specification, and time period to produce an outcome supporting a favored policy position. We can demonstrate the risks of such an ends-driven search by looking at more recent data for Delaware, Ohio, using data on prices for the five-year period 2012 through 2016 (1,429 transactions). The models and variables are measured in the same way as above.

Table 5 summarizes the results from a few estimation methods. For expositional purposes, we present only on the price-distance relationship. Using the unconventional Equation (2) from the Hite Report, we find that the price-distance relationship for this period is positive—a statistically significant result (by asymptotic convention). The result is opposite of that estimated for the data from the 1998-2007 period, even though the location is the same. Without any constraint on the choice of time period to analyze, an unscrupulous advocate is free to choose data from different periods in search of results to support his or her position.

<table>
<thead>
<tr>
<th></th>
<th>NLS</th>
<th>OLS</th>
<th>MReg</th>
<th>RReg</th>
<th>SReg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coef</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(t-stat)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lnD</td>
<td>0.1285***</td>
<td>0.0192</td>
<td>-0.0065</td>
<td>0.0412</td>
<td>0.0780</td>
</tr>
<tr>
<td>(3.45)</td>
<td>(0.52)</td>
<td>(-0.32)</td>
<td>(1.63)</td>
<td>(1.10)</td>
<td></td>
</tr>
<tr>
<td>Spatial Terms ($\chi^2$)</td>
<td>41.28***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pseudo-R²</td>
<td>0.392</td>
<td>0.332</td>
<td>0.263</td>
<td>0.377</td>
<td>0.347</td>
</tr>
<tr>
<td>Obs.</td>
<td>1,429</td>
<td>1,429</td>
<td>1,429</td>
<td>1,429</td>
<td>1,429</td>
</tr>
<tr>
<td>Statistical Significance: *** 1%, ** 5%, * 10%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Model selection and variable choice may also be used in an ends-drive search for results. As shown in Table 5, estimating Equation (3), a standard functional form for hedonic regressions, the positive coefficient is now a sixth the size of that estimated by Equation (2) and is no longer statistically different from zero at standard levels.\textsuperscript{37} Also, Median, Robust and Spatial Regression do not find statistically significant price-distance relationships. In fact, the only model that produces a statistically-significant positive effect is the non-standard regression equation used in the \textit{Hite Report}. Moreover, if we replace the $TOTR$ variable with the $SQFT$ variable in the NLS model, the price-distance relationship shrinks to 0.02 (one-sixth the size) and the coefficient is no longer statistically significant. Again, a researcher may pick-and-choose model specification, along with time period analyzed and regressors, to obtain a desired result. Skepticism is warranted for any analysis of the price effects of quarries (and amenities or disamenities generally) absent robustness analysis across time and model specifications.

\begin{table}[h]
\centering
\begin{tabular}{lcccc}
\hline
 & NLS & OLS & MReg & RReg & SReg \\
Coef & Coef & Coef & Coef & Coef & Coef \\
(t-stat) & (t-stat) & (t-stat) & (t-stat) & (t-stat) & (t-stat) \\
\hline
lnD & 0.10028 & -0.1361*** & -0.0963*** & -0.0501*** & -0.1059** \\
 & (0.11) & (-5.04) & (-6.33) & (-2.89) & (-2.10) \\
Spatial Terms ($\chi^2$) & & & & 41.28*** & \\
\hline
Pseudo-R$^2$ & 0.302 & 0.262 & 0.219 & 0.288 & 0.151 \\
Obs. & 3,543 & 3,543 & 3,543 & 3,543 & 3,543 \\
\hline
Statistical Significance: *** 1%, ** 5%, * 10% & & & & & \\
\end{tabular}
\caption{Results Delaware Quarry, Years ’98-07 & ’12-16}
\end{table}

As another check on robustness (or a lack thereof), we combine the data from 1998-2007 and 2012-2016, excluding those years when the housing market and economy generally were in turmoil (2008-2011). Results on the price-distance relationship are summarized in Table 6. Now, Equation (2) estimated by NLS reports a statistically insignificant (but positive) coefficient for the price-distance relationship. The other estimation methods, however, all confirm the negative and statistically significant relationship consistent with the results in Tables 1 and 3. It appears, therefore, whether or not quarries affect prices hinges on model selection and dates selected, which simply demonstrates the spurious nature of these sorts of experiments. Plainly, care must be given to model selection, and robustness analysis should be thorough and explicit. And, in light of the randomized

\textsuperscript{37} The Box-Cox test indicates a preference for the transformation ($\chi^2 = 40.7$).
inference and quadrant analysis above, the utility of the price-distance relationship for quantifying the effects of quarries and disamenities should be regarded as defective, at least until further research demonstrates otherwise.

The analyses presented here, we believe, offers compelling evidence that the *Hite Report*’s experimental design is a flimsy method, easily manipulated to produce nearly any desired result through the selection of location, model specification, estimation technique, and the time period analyzed. The *Hite Report*’s findings cannot be reliably replicated and conflicting results are readily obtained. The spurious nature of the price-distance relationship from such experiments is clearly demonstrated, and the defective approach allows for nearly any result imaginable. Using data long after a quarry opens poses no limits on the selection of time period, enhancing the risk of the exploitation of spurious regression for economic and political advantage.

IV. A Difference-in-Difference Approach

As detailed above, to quantify the effect of a quarry on home prices the researcher ideally needs pricing data both before and after quarry operations begin. With this data, statistical analysis can determine how the relationship between price and distance from the quarry changes after the quarry opens, thus quantifying, under some well-known assumptions, a plausible causal effect.

There are some potential shortcomings with a simple before-and-after analysis, however. New quarries take years to get approval and normally we expect equity prices to reflect new information quickly, so price effects may precede that event. In this section, we offer two before-and-after analyses of the effect of a quarry on home prices. First, we evaluate pricing activity around the Vulcan quarry in Gurley, Alabama, which began operations in 2013. Gurley is a rural area not far from the city of Huntsville, Alabama. Consistent with the analysis above, we use the general format of the *Hite Report* (and several

---

38 Another possible identification strategy involves exploiting policy experiments with respect to residential distance from a quarry. For example, if some states required houses to be a certain distance away from a quarry while other states did not, then a credible counter-factual could be constructed allowing the researcher to estimate the effect of quarry distance on home prices. A regression discontinuity design could be used to identify the price-distance relationship if regulations required potential home buyers to be informed of the quarry for homes within a certain distance. Homes just inside and just outside this cut-point would could be used as treatment and control units to identify the causal price-distance relationship.

(Footnote Continued. . . )
alternatives) to test for a change in the price-distance relationship after the quarry opens.

Second, we evaluate the price effects of the contested Austin Quarry in Madera, California, which was approved in 2016. Located in the southwest corner of the intersection of Highway 41 and Highway 145, the site is proximate to two subdivisions, one located on Highway 145 and the other on Highway 41. Thus, not only are the subdivisions proximate to the quarry, but both are expected to deal regularly with the quarry’s traffic flow. Though first proposed in 2010, media coverage and public protest did not begin until 2013, at which time the new quarry might be expected to affect home prices through an announcement effect. A control group is chosen using CEM from homes sales in subdivisions not too far from the quarry site but beyond the range of influence. We find no statistically significant effect of the quarry in either model, though in both cases the estimated coefficients indicate, if anything, the quarry raises property values.

A. The Empirical Model

For these analyses, we employ the standard regression model for the DiD estimator. Using a log-linear form common to hedonic regressions, the regression equation is

$$\ln p_i = \Delta T \cdot N_i + \delta_0 N_i + \beta_0 + \sum_{j=2}^{k} \beta_j X_{j,i} + \nu_i,$$

where $T$ is dummy variable equal to 1.0 after the treatment and $N_i$ is a dummy variable for homes near the quarry site (or a continuous measure of distance from the quarry). The estimated coefficient $\delta_0$ measures the difference in average sale prices for homes near the quarry (or the effect of distance from it) prior to the treatment. After the treatment, the difference in price between homes near and far from the quarry is $\Delta + \delta_0$. The difference between the two effects is $\Delta$, which is the DiD estimator, as defined in Equation (1), or $\Delta = \delta_1 - \delta_0$. The t-test on the coefficient

---


40 Lexus-Nexus search conducted on February 20, 2018. B. Wilkinson, Concerns Over Truck Traffic on Road, SIERRA STAR (February 21, 2013).
Δ is, therefore, a direct test of the statistical significance of the effect of a quarry on home prices.

As an alternative, we estimate,

\[
\ln p_{it} = \Delta T \cdot N_i + \beta_0 + \sum_{j=2}^{k} \beta_j X_{j, i} + \lambda_i + \nu_{it},
\]

where the continuous DATE variable is replaced with year fixed effects (\(\lambda_i\)), which is a somewhat standard treatment of time in the DiD regression. Due to collinearity with the fixed effects, the \(\delta_0 N\) term is no longer included in the regression, but the interpretation of Δ is unchanged.

For consistency with the earlier analysis, we also estimate the model specification of the Hite Report, adding as a regressor the interaction of a treatment dummy variable for years 2013 and later (\(T\)). The regression model is,

\[
p_{it} = \exp(\delta_0 \ln D_i + \Delta \ln T \cdot D_i + \beta_0 + \sum_{j=2}^{k} \beta_j X_{j, i}) + \varepsilon_{it},
\]

where the variables are defined the same way as the Murfreesboro analysis (i.e., total rooms is replaced with square footage). The coefficient \(\delta_0\) quantifies the price-distance relationship prior to the initiation of quarry operations in 2013. Starting in 2013, the price-distance relationship is measured by \(\delta_0 + \Delta = \delta_1\), where \(\Delta\) measures the change in the slope of the price-distance relationship. If the quarry reduces home values near the quarry, then Δ should be positive and statistically significant. Equation (6) is estimated by NLS.

B. Vulcan Quarry in Gurley, Alabama

As with the earlier analysis, data is obtained on home sales within a five-mile radius of the quarry location in Gurley, Alabama. The quarry began operations in 2013, and our data spans 2005 through portions of 2017. The sample includes 593 transactions, but we note only 83 are for sales prior to 2013.\(^{41}\) Since there is no “city

\(^{41}\) The low samples are likely the consequence of the rural nature of the market and data collection in such areas. We cannot exclude the possibility the sample is peculiar in some respect.
center” in the area, the DCC variable is measured as the distance from the WalMart Supercenter in the nearby town of Big Cove.

Table 7. Regression Results and Descriptive Statistics

<table>
<thead>
<tr>
<th></th>
<th>NLS-Eq. 6</th>
<th>OLS-Eq. 4</th>
<th>OLS-Eq. 5</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coef (t-stat)</td>
<td>Coef (t-stat)</td>
<td>Coef (t-stat)</td>
<td>(St. Dev)</td>
</tr>
<tr>
<td>lnD</td>
<td>0.0876</td>
<td>0.2723***</td>
<td>0.3679**</td>
<td>3.445</td>
</tr>
<tr>
<td></td>
<td>(0.97)</td>
<td>(3.64)</td>
<td>(2.20)</td>
<td>(0.987)</td>
</tr>
<tr>
<td>T*lnD</td>
<td>-0.1205**</td>
<td>-0.0543</td>
<td>-0.1587</td>
<td>2.936</td>
</tr>
<tr>
<td></td>
<td>(-2.41)</td>
<td>(-1.07)</td>
<td>(-0.88)</td>
<td>(1.50)</td>
</tr>
<tr>
<td>DATE</td>
<td>0.0162*</td>
<td>0.0191*</td>
<td>...</td>
<td>2014.1</td>
</tr>
<tr>
<td></td>
<td>(1.67)</td>
<td>(1.85)</td>
<td></td>
<td>(2.30)</td>
</tr>
<tr>
<td>DDC</td>
<td>-0.0456***</td>
<td>-0.0529***</td>
<td>-0.0512***</td>
<td>4.484</td>
</tr>
<tr>
<td></td>
<td>(-5.85)</td>
<td>(-5.99)</td>
<td>(-5.80)</td>
<td>(2.27)</td>
</tr>
<tr>
<td>H2L</td>
<td>-1.2185</td>
<td>-0.2457</td>
<td>0.1868</td>
<td>0.063</td>
</tr>
<tr>
<td></td>
<td>(-0.79)</td>
<td>(-0.11)</td>
<td>(0.08)</td>
<td>(0.029)</td>
</tr>
<tr>
<td>BATH</td>
<td>0.1752***</td>
<td>0.2672***</td>
<td>0.2655***</td>
<td>2.875</td>
</tr>
<tr>
<td></td>
<td>(6.92)</td>
<td>(8.84)</td>
<td>(8.71)</td>
<td>(0.932)</td>
</tr>
<tr>
<td>SQFT</td>
<td>2.2E-04***</td>
<td>2.0E-04***</td>
<td>1.9E-04***</td>
<td>2,870.3</td>
</tr>
<tr>
<td></td>
<td>(5.97)</td>
<td>(3.22)</td>
<td>(3.11)</td>
<td>(1,139.8)</td>
</tr>
<tr>
<td>Constant</td>
<td>-27.99</td>
<td>-27.57</td>
<td>10.61***</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>(-1.43)</td>
<td>(-1.32)</td>
<td>(36.57)</td>
<td>...</td>
</tr>
<tr>
<td>λi</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>...</td>
</tr>
<tr>
<td>Pseudo-R²</td>
<td>0.641</td>
<td>0.602</td>
<td>0.608</td>
<td>...</td>
</tr>
<tr>
<td>Obs.</td>
<td>593</td>
<td>593</td>
<td>593</td>
<td>593</td>
</tr>
</tbody>
</table>

Statistical Significance: *** 1%, ** 5%, * 10%

Results are summarized in Table 7. Many of the coefficients are statistically significant and similar to those estimated using the Murfreesboro data. First, for Equation (6) estimated by NLS, we find that housing prices rise as distance from the quarry increases (the coefficient on lnD is positive), but this positive effect is observed prior to the beginning of quarry operations. After the quarry opens, the positive (though statistically insignificant) price-distance relationship is attenuated; the estimated Δ coefficient is -0.103 and the null hypothesis of “no effect” for the DiD estimator is rejected at the 5% level. Prior to 2013, the price-

---

42 Since we do not observe large differences in the characteristics of homes near to and far from the quarry, we do not apply CEM.
distance elasticity is 0.088 ($\delta_0$), but after 2013 it is -0.033 ($\delta_1$), a small effect that is statistically indistinguishable from zero (F-stat = 0.16, prob = 0.69).

Turning to Equation (4), the price-distance relationship is again positive (and much larger than with NLS) but is now statistically significant prior to the beginning of quarry operations. The $\Delta$ coefficient is -0.054, which while negative is no longer statistically different from zero at standard levels. The positive price-distance relationship is attenuated after the quarry began operating, but not to a statistically significant degree. The results are similar for Equation (5). Though not summarized in the table, we note that for MReg and RReg neither of the quarry-distance coefficients is statistically different from zero. The SReg results, also not presented in the table, are not wholly unlike the OLS estimates of Equation (4); the coefficient $\delta_0$ is positive (0.331, t = 4.45) and statistically significant, but the $\Delta$ coefficient is negative (-0.055, t = 0.98) and not statistically different from zero.

The lack of robustness to specification leads us to conclude that the most likely effect of the quarry is no effect at all. Also, we acknowledge that the defects in the Hite Report’s empirical strategy is as relevant here as before: our randomized inference simulation computes a rejection rate on $\delta_0$ of 65% and for $\Delta$ of 67% (at a nominal 10% significance level). While we recognize the limitations of the data and the methods, on whole the results are entirely at odds with the claim that quarries reduce housing prices. If anything, the effect is the opposite.

C. Austin Quarry in Madera County, California

Quarry sites often take years for approval. Our model of the Gurley quarry presumed that prices do not reflect the quarry operations until after the quarry is operational. A reasonable argument may be made, however, that home prices might adjust before the quarry opens when the local population becomes aware of the future quarry site. We consider that possibility now.

The Austin Quarry in Madera, California, was approved in September 2016 despite a substantial NIMBY effort.\footnote{M. Smith, Supervisors Approve Austin Quarry 3-2, SIERRA STAR (September 12, 2016) (available at: http://www.sierrastar.com/news/local/article101492412.html). (Footnote Continued. . . )} A search of news outlets reveals that public attention to proposed quarry initiated in early 2013 and was very active is
subsequent years.\footnote{44} Thus, we define the treatment dummy $T$ as having values of one in years after 2013 (and also consider other years). Data is collected for the ten years preceding the treatment date, so the data spans 2007 through 2016.

The Austin Quarry site is well outside of town, but there are two subdivisions proximate (less than three miles) to the site: Bonadelle Racheros-Madera Ranchos and Bonadelle Rancheros Nine. Both subdivisions abut the major highways (Highways 41 and 145) servicing the quarry site. If any homes are to be affected by the quarry, then these are the most likely candidates, and they represent our treatment group. The dummy variable $N$ takes a value of 1 for these subdivisions (zero otherwise). Visual inspection of the area points to a number of subdivisions in the vicinity that are neither on the major highways serving the site nor within ten miles of the site: Madera Estates, Madera Country Club, Lake Madera Country Club, Chuk Chanse, Valley Lake Ranchos, Madera Acres, Madera Knolls, and Madera Highlands. A control group will be selected from home sales in these subdivisions.

Estimation of the DiD estimator employs Equation (5). Regressors include the age of the home at the sale data ($AGE$), square footage ($SQFT$), the number of bedrooms ($BED$) and bathrooms ($BATH$), a dummy variable indicating whether the home a two story home ($STRY$), a dummy variable indicating the presence of a fireplace ($FIRE$), a dummy variable indicating whether the home has a swimming pool ($POOL$). Year fixed effects are included.

Descriptive statistics for the treatment and control pool are provided in Table 8. The homes are similar in some respects, but large standardized differences (> 0.25) are found for square footage, the number of bathrooms, and the presence of a fireplace or pool. CEM based on SQFT, BATH, FIRE, and POOL reduces the standardized differences to acceptable levels for all the regressors. We are able to match 229 of 254 homes in the treated group to 450 of 633 homes in the control pool, for an estimation sample of 679 home sales.

---

45 Imbens and Wooldridge, supra n. 8.
Table 9. Regression Results and Descriptive Statistics
Austin Quarry in Madera County, California

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>CEM-OLS</th>
<th>CEM-MReg</th>
<th>SReg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coef</td>
<td>Coef</td>
<td>Coef</td>
<td>Coef</td>
</tr>
<tr>
<td></td>
<td>(t-stat)</td>
<td>(t-stat)</td>
<td>(t-stat)</td>
<td>(t-stat)</td>
</tr>
<tr>
<td><strong>N (δ₀)</strong></td>
<td>0.1166**</td>
<td>0.1277**</td>
<td>0.1194***</td>
<td>0.1913**</td>
</tr>
<tr>
<td></td>
<td>(2.47)</td>
<td>(2.08)</td>
<td>(4.99)</td>
<td>(2.11)</td>
</tr>
<tr>
<td><strong>T₁N (Δ)</strong></td>
<td>0.1663***</td>
<td>0.1005</td>
<td>0.1161***</td>
<td>0.0878</td>
</tr>
<tr>
<td></td>
<td>(2.95)</td>
<td>(1.21)</td>
<td>(3.14)</td>
<td>(1.32)</td>
</tr>
<tr>
<td><strong>AGE</strong></td>
<td>0.0017</td>
<td>0.0087***</td>
<td>-0.0003</td>
<td>-0.0055*</td>
</tr>
<tr>
<td></td>
<td>(1.20)</td>
<td>(3.47)</td>
<td>(-0.35)</td>
<td>(-0.35)</td>
</tr>
<tr>
<td><strong>SQFT</strong></td>
<td>1.7E-04***</td>
<td>1.3E-04**</td>
<td>3.0E-04***</td>
<td>2.0E-04***</td>
</tr>
<tr>
<td></td>
<td>(3.40)</td>
<td>(2.05)</td>
<td>(12.68)</td>
<td>(4.39)</td>
</tr>
<tr>
<td><strong>BED</strong></td>
<td>0.0349</td>
<td>0.01205***</td>
<td>0.0450**</td>
<td>-0.0542</td>
</tr>
<tr>
<td></td>
<td>(0.90)</td>
<td>(2.63)</td>
<td>(2.49)</td>
<td>(1.54)</td>
</tr>
<tr>
<td><strong>BATH</strong></td>
<td>0.0288</td>
<td>-0.0439</td>
<td>-0.0777***</td>
<td>-0.0218</td>
</tr>
<tr>
<td></td>
<td>(1.08)</td>
<td>(-0.60)</td>
<td>(-2.60)</td>
<td>(-0.61)</td>
</tr>
<tr>
<td><strong>STRY</strong></td>
<td>-0.0878</td>
<td>-0.0408</td>
<td>0.0043</td>
<td>-0.1378</td>
</tr>
<tr>
<td></td>
<td>(-0.70)</td>
<td>(-0.33)</td>
<td>(0.05)</td>
<td>(-1.29)</td>
</tr>
<tr>
<td><strong>FIRE</strong></td>
<td>0.0770**</td>
<td>0.0650*</td>
<td>0.0422***</td>
<td>0.0305</td>
</tr>
<tr>
<td></td>
<td>(2.43)</td>
<td>(1.73)</td>
<td>(2.94)</td>
<td>(0.88)</td>
</tr>
<tr>
<td><strong>POOL</strong></td>
<td>0.1833***</td>
<td>0.1577***</td>
<td>0.0853***</td>
<td>0.2346***</td>
</tr>
<tr>
<td></td>
<td>(3.71)</td>
<td>(4.03)</td>
<td>(3.68)</td>
<td>(3.63)</td>
</tr>
<tr>
<td>Constant</td>
<td>11.21***</td>
<td>10.92***</td>
<td>11.35***</td>
<td>11.62***</td>
</tr>
<tr>
<td></td>
<td>(98.08)</td>
<td>(70.30)</td>
<td>(20.67)</td>
<td>(83.17)</td>
</tr>
<tr>
<td>λₜ</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Spatial Terms (χ²)</td>
<td>27.17***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pseudo-R²</td>
<td>0.482</td>
<td>0.491</td>
<td>0.361</td>
<td>0.186</td>
</tr>
<tr>
<td>Obs.</td>
<td>887</td>
<td>679</td>
<td>679</td>
<td>887</td>
</tr>
</tbody>
</table>

Statistical Significance: *** 1%, ** 5%, * 10%

Regression results are summarized in Table 9. For comparison purposes and to illustrate the important effects of covariate balance, estimates for both the full and CEM-weighted samples are provided. The models fit the data well for both samples. For the full sample, which we caution does not rely on balanced data, the estimated δ₀ coefficient (0.117) indicates that prices in the treated group were about 12% higher \(\exp(\delta₀) - 1\) in the pre-treatment period. After the treatment, the prices were even higher (Δ = 0.166), a statistically significant result of about an 18% increase. The remaining coefficients are sensibly sized and many are statistically different from zero. A swimming pool, for instance, raises price by about $38,000.

Turning to the CEM-weighted model, the price difference before the treatment is a bit larger (δ₀ = 0.128), and the difference is statistically significant at standard
levels. As in the full sample, the DiD estimator \( \Delta \) is positive (0.100), but now it is not statistically significant. For the balanced sample, we cannot reject the null hypothesis that the quarry’s announcement effect is zero, though the coefficient is relatively large and the t-statistic is much larger than 1.00. In contrast, for the CEM-weighted MReg, prices are higher in the treated area during both the pre-treatment and treatment period, and both coefficients are statistically different from zero at better than the 1% level.

In the final column of Table 9, we summarize the results from SReg using the full sample. The spatial terms are statistically significant at the 1% level. The results are comparable to the others. Prices are higher in the treated area before the treatment, but we do not see a statistically significant change is seen after the treatment. The DiD estimator \( \Delta \) is positive and relatively large (0.09), but statistically significant only at the 20% level.

Finally, we can estimate the \( \Delta \) coefficient for each year beginning with our chosen treatment date (2013), thereby assessing whether that choice is influencing the estimate.\(^{46}\) The results by year are summarized in Table 10. Large positive coefficients are observed in years 2013 and 2016 (the latter close to being statistically significant), and smaller positive coefficients for the other years. These results are consistent with those reported in Table 9.

Notably, we do not estimate a price-distance relationship in these equations. Distance from the quarry site is not a regressor. Unlike the distance-based model, the rejection rates for randomized inference (assigning the homes in the treatment group randomly from those in the sample) are very close to the nominal level of the test (11% rejection rate versus 10% nominal test level). The statistical reliability

\(^{46}\) The coefficients are year specific and do not quantify the average after the treatment year, as do the results from Table 9.
of this approach is much superior to the price-distance approach used in the *Hite Report*.

Taken together, we conclude from these results indicate that the effect of the quarry may very well be zero, at least in the form of an announcement effect. If there is any effect, it is positive. Whether or not the quarry will affect prices, either positively or negatively, after operations begin (assuming they do) is unknowable at this time. In light of the evidence presented here and in prior research, the expectation must be that there will be little to no effect on home prices and, if anything, that effect may be positive.

V. Conclusions

We estimate the effect of rock quarries on home prices with data from four quarry locations across the United States, a wide range of econometric specifications and robustness checks, and a variety of temporal circumstances from the lead-up to quarry installation to subsequent operational periods. We find no compelling statistical evidence that either the anticipation of, or the ongoing operation of, rock quarries negatively impact home prices. While our study extends the literature on estimating the effects of “disamenities,” primarily as a critique of existing methods, the empirical problem is difficult and likely requires advanced research methods beyond what we provide here. The primary obstacle to estimating these effects is the lack of data and that lack of data is actually driven by the quarry site selection process, which limits our ability to infer a causal relationship. Thin markets and a subsequent lack of sales data are a serious problem since quarries are today (and typically in the past) located, by design, away from residential density.

Our study highlights a number of shortcomings in the empirical methodologies generally used to estimate the effect of disamenities on real estate prices. First and foremost, the vast majority of studies do not (or even attempt to) identify the causal effect of disamenities. That is, existing studies are naïve as to the empirical conditions necessary to identify a causal relationship and do not establish credible strategies to estimate the counter-factual outcome—i.e., how the real estate around quarries would have looked, on average, without a landfill or other disamenity. To evaluate the credibility of existing studies and their methodologies, we first employ permutation tests to examine whether or not the existing methodologies yield higher than expected rejection rates of the null hypothesis. We accomplish this by randomly assigning a location in our sample space with a “disamenity” (i.e., a placebo quarry) and then estimate the effect on surrounding home prices. The null hypothesis of “no effect” of the placebo
quarries is rejected in no less than 7 out of 10 simulations, and at a rate as high as 9 out of 10 simulations.

In an attempt to produce a meaningful counter-factual we employ a difference-in-differences estimation strategy which exploits the timing and placement of a quarry. We use this strategy in two different contexts: (1) before and after operations of a quarry in Gurley, Alabama; and (2) before and after local debate (and subsequent approval) of a quarry in Madera County, California. The first exercise estimates the effect of quarry operations on home prices and the second exercise estimates the anticipatory effect of a quarry on home prices. Neither exercise yields evidence of a negative impact on home prices. Given a number of data concerns and model limitations (since our interest is primarily in replication), further research is advised.
APPENDIX 1. MAP OF NATIONAL LIME & STONE QUARRY NEAR DELAWARE, OHIO

Notes: The small, inner green circle marks the National Lime & Stone Quarry near Delaware, Ohio. The larger green circle is a five-mile radius around the quarry location. The blue dots mark areas of population density using 2010 census data. Map generated using censusviewer.com.
APPENDIX 2. MAP OF ROGERS GROUP QUARRY NEAR MURFREESBORO, TENNESSEE

Notes: The small, inner green circle marks the Rogers Group Quarry near Murfreesboro, Tennessee. The larger green circle is a five-mile radius around the quarry location. The blue dots mark areas of population density using 2010 census data. Map generated using censusviewer.com.
APPENDIX 3. CENSUS BLOCK POPULATION GROWTH NEAR ROGERS GROUP QUARRY NEAR MURFREESBORO, TENNESSEE

Appendix 4. Illustrative Map of Random Locations Used for Randomized Inference Analysis for Delaware County

Notes: The blue dots represent the random locations chosen by the randomized inference simulation for Delaware County, Ohio. Map generated using Google maps.
APPENDIX 5. VULCAN QUARRY NEAR GURLEY, ALABAMA

Notes: The small, inner green circle marks the Vulcan Quarry near Gurley, Alabama. The larger green circle is a five-mile radius around the quarry location. The blue dots mark areas of population density using 2010 census data. Map generated using censusviewer.com.
APPENDIX 6. MAP OF AUSTIN QUARRY SITE IN MADERA COUNTY, CALIFORNIA

Notes: The green circle marks the site of the proposed Austin Quarry in Madera County, California. The immediate two areas of population to the South and West of the quarry site—marked in green rectangles—are the “treated” areas. The blue dots mark areas of population density using 2010 census data. The control group is chosen from areas further west and north of Highway 145 toward Madera. Map generated using censusviewer.com.